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Texas’ Energy Demand on the Rise

Existing strategies to meet near-future demand are not sustainable

ERCOT @ @ERCOT.ISO - Jul 13, 2022

REVISED TIME PERIOD: ERCOT issues conservation appeal for 2-9 p.m.
Wednesday, July 13 amid continued statewide heat. Read more:
ercot.com/news/release?i... @PUCT #txlege
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ERCOT € @ERCOT.ISO - Jul 13,2022

ERCOT issues conservation appeal for 2-8 p.m. Wednesday, July 13 amid
continued statewide heat. Read more: ercot.com/news/release?i...
@PUCTX #txlege

Q 2a1 1 680 Q 261 ihi 2

ERCOT & @ERCOT_ISO - Jul 11,2022

ERCOT requests the conservation of energy from 2-8 p.m. today amid
statewide heat. Read more: ercot.com/news/release?i... @PUCTX #txlege
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ERCOT & @ERCOT_ISO - Jul 10, 2022

ERCOT appeals for conservation from 2-8 p.m. Monday, July 11. More
details available: ercot.com/news/release?i... @PUCTX #ixlege
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DFW-DOE-NREL Research Collaboration

Central Plant Optimization — Model Predictive Control (MPC)

Development of Model Predictive Control (MPC) . .
that optimizes sequencing of chillers and thermal and Dlagnostlc (AF D D)
energy storage in the central plant Development of rule-based FDD tools for pilot AHUs
in terminal D
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Algorithms

MPC: Model Predictive Control

TES: Thermal Energy Storage
CH: Chiller

Automated &
Improved Analytics

Development of informative analytics
for facility managers
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CUP Optimization with MPC

Simulated Performance and Savings







Dallas Fort Worth (DFW) Airport in 2011
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DFW Airport in 2011 and 2021

Example of Texas Polar Vortex:

e Electric demand shock

e Decreased capacity from lack of
winterization and supply of natural gas

e Electric Reliability Council of TX forced to
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System Thinking

What Makes Complex
Systems

(Communities)
Susceptible to Threat?

System | — |
Supra:system | 'Resilience

Disruption
Sub-system) "/

— Minimize

System Performance

T
Plan Absorb Recover

After Linkov and Trump, 2019
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Rish, Syrstems and Dacisions

1 Don’t conflate risk Building resilience will require compromise on

ag e
and resilience s e efficiency nature
v 1 . - s kol 3 ZR;::I:D::CI‘EICI'ESIIICI‘ICIE and efficiency in post-
Risk’ and ‘resilience’ are 2 COVID societies
fundamentally different concept: l Th e SCl e n ce S
that are often conflated. Yet
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maintaining the distinction is a al d P I'd Ctl e
policy necessity. Applying a risk- ofs
of Resilience

based approach to a problem
that requires a resilience-based
solution, or vice versa, can lead
to investment in systems that . it - LR 4 S
do not produce the changes that T
stakeholders need. | Cyber Resilience:
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Risk -- “a situation involving
exposure to danger [threat].”

Security -- “the state of being
free from danger or threat.”

Reliability -- “the quality of
performing consistently well.”

Resilience -- “the capacity to

Don'’t conflate risk
and resilience

‘Risk’ and ‘resilience’ are

fundamentally different concepts

that are often conflated. Yet

maintaining the distinction is a

policy necessity. Applying a risk-

based approach to a problem

that requires a resilience-based

solution, or vice versa, can lead

to investment in systems that

do not produce the changes that
Igor Linkov, Benjamin D. Trump
US Army Corps of Engineers,
Concord, Massachusetts, USA.
Jeffrey Keisler University of
Massachusetts Boston, USA.
igor linkov@usace. army. mil

recover quickly from difficulties.”
Definitions by Oxford Dictionary



Risk and Resilience at the Time of Crisis

Critical
Function
Performance

Risk~ Threat*Vulnerability*Consequence

Robustness

Inflection
point 1.

Resilience

Inflection

point 2. Extended
Resilience, Degradation
Extended

Degradation Failure

or Failure

Likelihood of
disruption
cascading to

other critical
functions

Time

After Galaitsi, Linkov et al, 2023



System Risk/Security and Resilience

Risk
Analysis
|
f
f
Critical
Functionality
System
Resilience
Time Nature Climate Change 2014

Changing the resilience
paradigm

gor Linkov, Todd Bridges, Felix Creutzig, Jennifer Decker, Cate Fox-Lent, Wolfgang Kroger,



Evolution of Risk Assessment

« 1970’'s- Risk=Probability x Consequence

* 1980’s- Risk=Hazard x Exposure x Consequence

=Threat x Vulnerability x Consequence

« 2000’s- Rlsk~f(H X E X Eff

/N Meggr1 Mego - - Mg,

MytMyq - -MyMEgy Mgy ..M,



Cost of Buying Down Risk

VALUE ATRISK $ »

* Further investment in risk will
only yield marginal returns

 Governments and Industry
must value and encourage
resilience thinking

SATISFACTORY
‘\-S/
MOST COST EFFECTIVE

’\‘g ACCEPTED PRACTICE

’\”g BEST ACHIEVABLE
ABSOLUTE
A« Al INIUN

After Bostick, Linkov et al., 2018
| I I | | | | | | | l

COST OF REDUCING RISK ($) »




Calls for Resilience

The White House

Office of the Press Secretary “ReSiIience" means the
For Immediate Release October 31, 2013 ability to antiCipate,
Presidential Proclamation -- Critical Infrastructure prepare fo r, and a dapt to
Security and Resilience Month, 2 . o
ecurity and Resilience Month, 2013 Changlng conditions and
CRITICAL INFRASTRUCTURE SECURITY AMD RESILIENCE MONTH, 2013 Withstand’ respond to’
------- and recover rapidly from
BY THE PRESIDENT OF THE UNITED STATES OF AMERICA d isru ptions .

A PROCLAMATION
The White House

Over the last few decades, our Nation has grown increasingly dependent on critical infrastructure, tr Office of the Press Secretar\;
our national and economic security. America's critical infrastructure is complex and diverse, combini
both cyberspace and the physical world -- from power plants, bridges, and interstates to Federal bui For Immediate Release ‘-Jlay 11,2017
massive electrical grids that power our Nation. During Critical Infrastructure Security and Resilience
resolve to remain vigilant against foreign and domestic threats, and work together to further secure
systems, and networks.

Presidential Executive Order
(vi) Effective immediately, it is the policy of :
the executive branch to build and maintain a oI Strengthenmg the
modern, secure, and more resilient Cybe]_'secu]_'ity of Federal

executive branch IT architecture. ...
Networks and Critical
Infrastructure

EXECUTIVE ORDER



How to Quantify Resilience?

Metrics Based

— Individval Metrics
— Indices

— Dashboards

— Decision Analytics

< | Model Based

Process —
Statistical/ Baysian —
Networks —

Game- Theoretical —

Simulations/ Agent Based —

After
2019

[P EERT - -
-

Klevander Kaht
IgorLinkoy  Feivons

Cyber Resilience

of Systems and
Networks




Resilience Matrix

PREPARE ABSORB RECOVER

Physical

Information

Cognitive

Social
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System Domains

Scale
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Home  Neighborhood Town County Region State  Country




Assessment using Stakeholder Values

Selection of Alternatives m Comparative Assessment
Time | > A
S N N N
Previous Cycle > Plan/Prepare ) Absorb > Recove > Adapt >
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Figure 5: Comparative Assessment of Resilience-Enhancing Alternatives

Use developed resilience metrics to comparatively assess the costs and
benefits of different courses of action

After Fox-Lent et al., 2015
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Metrics for energy resilience
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o managers and stakeholders
Vendor information B Operational/troubleshooting LK Location, availability and K Design, operating and FLE
available response procedures available ownership of energy, hardware maintenance information updated

and services available to
restoration teams

consistent with system
modifications



Table 1 The cyber resilience matrix

Plan and prepare for

Absorb

Reocover firom Adapt to

Phydcal

(1) Implement controlsfsensors for critical
asmels [S22, MI§, 20]

{2 Implement controlssensors for critical
services [MI1§, 20

(B Assessment of network structure and
interconne ction Lo sysem components and
o the environment

{4) Redundancy of critical physical
infrastructune

{5 Redundancy of data physically or
logically separated from the network
[h24)

(1) Signal the compromise of
asets or services [MI1§, 20]

(2) Use redundant assets to
continue service [M18, 20

{3) Dedicaie cyber resources to
defend against atack [M16]

(1) Review asset and service
confi guration in response to reoent
event [M17)

(2) Phase oot obsnlete assets and
Introduce new asses [M17]

(1) Investigate and repar
mia Functioning controls or
sensors [M17)

(2) Assess service/asset damage

Resilience
Matrix:
Cyber

(3) Assess distance i functional
TECOVEry

{4) Safely dispose of imeparahle

f:5t - Y

Tnformathon

(1) Categorize assets and services based on
sensdtivity or resilience requirements
[563]

{2 Documentation of centifications,
qualifications and pedigres of critical
hardware andior sofiware providers

{3 Prepare plans for siorage and
comainment of classified or sensitive
infoemation

{4) Identify exiemal system dependencies
{Le., Internet providers, electricity, water)
[531]

{5 Identify internal system dependencies
[563]

(1) Observe sensors for critical
services and assets [M22)

{2) Effectively and ef ficlenty
transmit relevani data to
responsible stakeholders!
decision makers

(1) Log events and sensors during (1) Document incident's impact and
event [M17, 23] cause [MI17)

{2) Document time between problem
and discovery/discovery and

(2) Review and compare sysems
before and afier the event

Cognitive
{ 1) Anticipate and plan for system states and
events [MI18]

(1) Use a decision making
protocol or ald i determine
when event can be considensd
“contained"”

W17 recovery [S41]
{3) Anticipaie future system states
Post-recavery
Environ Syst Decis (2013) 33:471-476
DOI 10.1007/s10669-013-9485-y
e,  PERSPECTIVES

physical
in order o
decisions |

Resilience metrics for cyber systems

Igor Linkov * Daniel A. Eisenberg -

Kenton Plourde - Thomas P. Seager -
Julia Allen - Alex Kott



Network-based Resilience Theory?

/

R = f(IV,L, CE)

20



Poor Efficiency:

System cannot not accommodate a large
volume of commuters driving at the same
time.

Traffic congestions are predictable and are
typically of moderate level.

B

Lack of Resilience:

System cannot recover from adverse events
(car accidents, natural disasters)

Traffic disruptions are not predictable and of
variable scale.
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Resilience vs Efficiency at

5% disruption

Los Angeles CAO Minneapolis M

Phoenix AZ

Las Vegas NV._
Sacramento CA

5 Denver CO,

T
~Salt Lake City UT
/ Milwaukee WI

Kansas City MO

Columbus OH -7
o o

1
_-Cincinatti OH

" Cleveland OH
o ~Memphis TN

o _Richmond VA
Louisville KY

o]
Houston TX

Resilience compared to mean, hours

Chicago IL o . Osan Antonio CA  Indianapolis IN
0 Philadelphia PA (o} _ o an anonio =2 oklahoma OK
Seattle WA gDetroit MI Ost. Louis MO
San Diego CA Miami F o Baltimore MD
Boston MA® DallSs TX o o Charlotts NC
San Jose CA Austin TX o
-5+ oVirginia Beach VA
Orlando FI© OAtlanta GA
o OProvidence RI
-10~ washington DC Tampa FLO OJacksonville FL

-15+
-20+
-25
=30
o .
SCIENCE ADVANCES | RESEARCH ARTICLE San Francisco CA
20 | J

NETWORK SCIENCE

2017

30 20 10
Efficiency compared

Resilience and efficiency in transportation networks

Alexander A. Ganin,"? Maksim Kitsak,® Dayton Marchese,” Jeffrey M. Keisler,”

Thomas Seager,” Igor Linkov?*

0 10
to mean, hours

20




Lack of Resilience: Impact on GDP

“0.1% [ Atlanta

[ | Detroit
I Houston
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I ‘ | Miami
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Lack of resilience in transportation networks: Economic
implications
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Cyber Resilience
by Design or by
Intervention?

Alexander Kott, U.5. Army DEVCOM Army Research Laborat

Maureen 5. Golan, U.5. Engineer Research and Developmen
Credere Associates

Benjamin D. Trump, U.5. Engineer Research and Developme
University of Michigan

Igor Linkov, LU.5. Engineer Research and Development Cente
Carnegie Mellon University
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Objective

Capability

Consequence

Actor
Corrective
action

Stages/

analytics

Hisk management

Harden individual components

Predictable disruptions, acting
primarily from outside the system
components

Vulnerable nodes and for links fail

as aresult of athreat

Either internal or external to the
system

Either loosely or tightly integrated
with the system

Prepare and absorb [the risk isa
product of a threat, vulnerability,
and consequences, and is time

independent|

COMPUTER PUBLISHED BY THE IEEE COMPUTER SOCIETY

Design components to be self-
rearganizable

Either known/predictable or
unknown disruptions, acting ata
component or system level

Degradation of critical functions in
time and capacity to achieve system's
function

Internal to the system

Tightly integrated with the system

Recover and adapt (explicitly modeled
as time to recover system function
and the ahility to change system
configuration in response to threats)

Rectify disruption to components
and stimulate recovery by external
actors

Failure in the context of societal
needs; there may be a constellation
of networks across systems

Degradation of the critical societal
function due to cascading failure in
interconnected networks

E:{t-_- PR [P R —

Lo

Pre NATIONAL STRATEGIC
ex; COMPUTING RESERVE:
- A BLUEPRINT

50C

Areport by the

SUBCOMMITTEE ON NETWORKING AND INFORMATION
TECHNOLOGY RESEARCH AND DEVELOPMENT

the

COMMITTEE ON SCIENCE AND TECHNOLOGY ENTERPRISE
and the
SUBCOMMITTEE ON FUTURE ADVANCED COMPUTING ECOSYSTEM
COMMITTEE ON TECHNOLOGY

of the
NATIONAL SCIENCE AND TECHNOLOGY COUNCIL

October 2021
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Integrated Risk/Resilience Stress Testing

How Do We Increase Resilience In Complex, Interconnected Infrastructure?

Who does analysis?

Policy Analysts,
Generalists

Risk Assessors, engineers,
decision analysts

Specialists, modelers

“Identify the functions and failures”

Inputs

Policy anafysts \

Tier 1

Qualitative information,
component data

“Perform the stress test”

Risk

Resilience

“Fortify the system”

Outputs

Develop scenarios for shocks
and stresses affecting specific

Identify critical functions of
systems and cascading failures

| “Quick win"

— | .
improvements

/
Risk + decision analysts |

System structure,
connectivity

Tier 2

I
Network specialists |
Detailed system

information, advanced
data

Tier 3

vulnerabilities l

!

Assess risk of component
failure under sfress scenario
separately per domain

d

|dentify connections across
multiple system domains that are
difficult to recover

System wide

|

|
I
|
| resilience strategy
I
I
|

Advance probabilistic risk
assessment across multiple
domains/compounding threats

)

Network science/Al techniques
to assess failures in
interconnected networks

1 — | Targeted Changes
| + Interventions

e — — —— — ——

Three-Tiered Approach:

Tier 1: Define and identify more important critical functions & risks

Tier 2: Refine with interconnections, and define KPI

Tier 3: Asset-level data-driven analysis

& EEL-

FI.SEVIER

International Journal of Disaster Risk Reduction
Volume 82, November 2022, 103323

RISk

Resilience stress testing for critical

infrastructure

Igor Linkov # > 0 =, Benjamin D. Trump * €, Joshua Trump 9 Gianluca Pescaroli &, William Hynes

, Aleksandrina Mavrodieva & ", Abhilash Panda "'




Artificial Intelligence and
Resilience Analytics

Descriptive Analytics
What happened?

Artificial Intelligence and Machine
Learning can incorporate data to
create a Systems of Systems approach Diagnostic
to better understanding of resilience Analytics
complex systems. Why did it happen?

Predictive
Analytics
What will happen
next?
Insights into
Resilient
Systems

Digital Twin



TAEBLE 1. The typology of human-Al assessments of decision strategy.

CYBERTRUST

Human | Yes | Agreement | Disagreement

COMPUTER 00IB-9162/2002032
PUBLISHED BY THE IEEE COMPUTER SOCIETY SEPTEMBER 2020

| No | Disagreement | Agreement

o TwWRds Resjlient Al A
Cybertrust: From A e

Explainable to
Actionable and viderpectabie A
Interpretable i
Artificial Intelligence

Igor Linkov, Stephanie Galaitsi, and Benjamin D. Trump, .5, Army Corps
of Engineers

Explainable Al

Jeffrey M. Keisler, University of Massachusetts

Alexander Kott, U.5. Army Futures Command




Resilient Al

Osim o-image o-agent O controller
- add/remove objects - blur & saturation ossible but - amplification
- change properties - color no’?re uired now - dampening
- change weather - Lp-norm, ISO, noise q - noise
Town
\
Simulator — / throttle
+ —_ + Al Agent —_— brake
Command
Planner — , 7 |umlett / \ steering
- change lane left
- change lane right
- follow
Route
T’Sfefizc'fg:‘t E no light \
. . . . . . . Obstacle » car in 25m / throttle
Disruption — image noise, image rotations, stickers, ... i e | e
- « - ” Angle Distance 30° angle / \
Efficiency  — “driving performance System level property Estimator / stering
Resilience  — change in “driving performance” relative to disruptions Toetector” sop sign

Al / traditional controller
raw sensory inputs Al models controller outputs




Supply-and-Demand Networks — challenges

SDNs operate as engines for strategic surprise — many critical vulnerabilities emerge only at the system level

Economic
Complexity: Hidden shock Q Original, undiversified SDN

portions of the SDN may - @ = (O New suppliers, to diversify
embed arbitrary complexity

and obfuscate systemic T
fragilities H‘“‘R T

T

Natural disaster

Exogenous
forces: SDN Supply
faces outside shock
shocks to

demand and

supply

=

Contentionfor .

contamgrs-ﬂf__;- Data sources and types:

Blind spots: Many nodes Data provider A
and edges are blind spots P : - Data provider B
to SDN participants - Data provider C

themselves, concealing
upstream dependencies

Procurement contract ——»

b 5 News feed -
=" yber attac Social media ~—~~~*



Generative Al and Resilience

DARPA surrogate data to build supply
demand network

Synthetic, plausible supply chain:

» Current DARPA surrogate SDN is limited
In scope

« Leveraged LLMs to build out SDNs

 Demonstrates how LLMs can be used for
imputation when data is unavailable



UNCLASSIFIED

Al-Driven Resilience in CA Transportation Networks

California
) Transportation
Commission

Cegrage g

R .

Z 7 A% ——
ERDC )
QT qolkit

-

ENVIRDOMMEMNTAL
LABORATORY

US Army Corps of Engineers e Engineer Research and Development Center
UNCLASSIFIED

Freight Consumers
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The Science
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Envircmmental Security

Benjamin [X Fump

COVID-19:

Systemic
Risk and
Resilience
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